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1 Introduction

The relevance of oscillatory and synchronous brain activ-
ity for neural information processing has been discussed 
over the past several decades, from the early comments 
of Adrian (1935), Hebb (1949) and Wiener (1961), to 
Pöppel (1971), Milner (1974) and Freeman (1975). These 
considerations originated from the observation of oscil-
lations – such as the prominent � -rhythm – in the elec-
troencephalogram (EEG) or similar forms of electrically 
recorded neural mass activity. More recently (Eckhorn 
et al. 1988; Gray et al. 1989), experimental evidence 
for stimulus-dependent synchronization of oscillatory 
responses in the visual cortex of the cat – mainly in the 
� -band – led to a general resumption of this discussion. 
Currently, it is conjectured that the functional meaning 
of these spatio-temporal phenomena for the processing 
of sensory signals is to link, group or bind parts of objects 
according to common features.

Most of the recent investigations have used invasive 
measurements of local mass potentials or group activ-
ity, such as ‘local field potentials’ (LFP) and ‘multi-unit 
activity’ (MUA) (Engel et al. 1990). The evaluation of 
such single or simultaneous recordings is commonly 
performed by correlation, or Fourier-spectral methods

which, under appropriate stimulus conditions, reveal to 
some extent synchrony between partly periodic activi-
ties. It has been tempting to describe and simulate the 
synchronization of regular LFPs by considering ensem-
bles of coupled oscillators (Atiya and Baldi 1989; König 
and Schillen 1991) and that of quasi-periodic MUAs by 
bursting devices (Traub et al. 1987; Eckhorn et al. 1990; 
Bush and Douglas 1991). However, as far as it is known, 
LFPs and MUAs are not functional neurobiological enti-
ties in the literal sense, i.e. they do not represent signals 
that are processed in brain structures. Consequently, it 
is hard to see how neural synchronization can be real-
istically modelled by continuous oscillators that perma-
nently interact. Therefore, we decided to concentrate on 
the underlying events of the measured composite signals, 
namely the spiking activity of single cells.

Although synchronization is widely associated with 
periodic, i.e. oscillatory, brain activity and vice versa, 
we suggest a distinction between periodic neural group 
activity that implies synchronized and periodic activity 
at the cellular level (Hebb 1949), and synchronized cel-
lular activity that need not give rise to periodic group 
activity. Synchronous but aperiodic cellular activity 
has been reported by Engel et al. (1991). More recently 
these authors (Engel et al. 1993) have also emphasized 
the highly variable periods of recorded ‘neural oscilla-
tions’ and state that they must not be associated with 
stationary oscillations of narrow-band Fourier-spectral 
fundamentals. Furthermore, we found that the process 
of synchronization – not the state of synchrony – is 
supported by approximately constant stimulation and  
thus quasiperiodic firing of cells.

As a consequence of these ideas we wanted to know 
about necessary conditions for spike synchronization in 
locally coupled populations of formal ‘leaky integrate 
and fire’ neurons, i.e. at the ‘microscopic level’ (Nisch-
witz et al. 1991; van Hemmen et al. 1992). Today, such 
impulse-generating units with individual noise behaviour 
and stimulus-dependent impulse rate are computation-
ally manageable even in large populations and in simu-
lations with high temporal resolution. Different from 
earlier work on networks with local excitatory inter-
connections (Nischwitz et al. 1991) we focus here on 

Local lateral inhibition: a key to spike synchronization?
Alfred Nischwitz 1, Helmut Glünder 2

1 Lehrstuhl für Nachrichtentechnik, Technische Universität München, Arcisstraße 21, D-80333 München, Germany
2 Institut für Medizinische Psychologie, Ludwig-Maximilians-Universität, Gœthestraße 31, D-80336 München, Germany

Received: 12 January 1994/Accepted in revised form: 25 April 1995

Correspondence to: H. Glünder

Abstract. Starting from the idea that neural group activ-
ity as such is unlikely to be immediately relevant for neu-
ral synchronization, we investigate mechanisms that act 
at the level of individual nerve impulses (spikes). Hence, 
we consider populations of formal spike-emitting ‘leaky 
integrate and fire’ neurons instead of networks built from 
non-spiking oscillators. After outlining the principle of 
synchronization for basic forms of recurrent impulse 
coupling by using a pair of simplified formal neurons, 
we show that local lateral inhibition results in robust im-
pulse synchronization in networks with non-vanishing 
transmission delays.



390

properties of the local inhibitory and delayed coupling 
which, from the biological point of view, represents a 
prominent interconnection scheme in the neocortex 
(Braitenberg and Schüz 1991) and has the advantage 
of being orders of magnitude more effective than its 
excitatory counterpart (Sejnowski and Lytton 1992). We 
imagine a population (e.g. a layer) of excitatory input 
units (e.g. pyramidal cells) that are reciprocally coupled 
via inhibitory interneurons (e.g. stellate cells). For the 
sake of simplicity, we neglect the interneurons and con-
sider inhibitorily coupled input units, i.e. we assume a 
single spike from a single input unit to cause an inhibi-
tory interneuron to fire – which according to Sayer et al. 
(1990) is indeed possible (cf. Coultrip et al. 1992).1 In 
contrast to the often discussed networks with all-to-all 
coupling (fully interconnected) we consider a space-in-
variant scheme of local lateral inhibition, i.e. every unit 
is coupled equally to a fixed number of units in its well-
defined (not random) neighbourhood; this does not im-
ply anatomically short interconnections. Consequently, 
the coupling is to be termed ‘functionally local’.

While there is some literature about excitatory spike 
synchronization in fully interconnected model networks 
(Peskin 1975; Mirollo and Strogatz 1990; Kuramoto 
1991; Deppisch et al. 1992; Gerstner and van Hemmen 
1992) and in locally interconnected ones (MacGregor 
and Palasek 1974; Hartmann and Drüe 1990; Nischwitz 
et al. 1991) and in networks consisting of an excitatorily 
coupled layer that is controlled by inhibitory interneurons 
(Bush and Douglas 1991; Gerstner et al. 1993a, b), we 
know of only a very few published studies that deal with 
spike synchronization by inhibitory coupling, namely the 
neuron pairs studied by Kirillov and Woodward (1993), 
van Vreeswijk et al. (1994) and Lytton and Sejnowski 
(1991; Sejnowski and Lytton 1992). All of them differ 
significantly from the architecture introduced here. We 
emphasize that, although mathematically founded and 
formulated, the nature of our investigations is essentially 
empirical. This is because exact analytical descriptions 
of extended networks with delayed and local intercon-
nections, even between noise-free units, at best consist 
of combinatorially growing trees of special cases that are 
of limited practical value.

Although our main concern is impulse synchroniza-
tion in extended populations of noisy formal neurons, we 
start in Sect. 2 with an explanation of general synchroni-
zation principles by the use of a minimalistic network 
consisting of two idealized units. In Sect. 3 we introduce 
the formal neuron, the network structure and objective 
measures of synchrony. Section 4 presents the simulation 
results that reveal the influence of parameter variations 
on the synchronization behaviour. Finally, our approach 
is discussed with respect to other models and to neuro-
biology in Sect. 5.

1 Evidently, this assumption also dismisses the spatial integration of 
such interneurons. However, we found that a certain pooling of the 
lateral interactions does not significantly alter the properties of the 
proposed synchronization scheme.

2 Principles of spike synchronization

In order to communicate the basic idea of impulse syn-
chronization between coupled integrating threshold 
units we consider in this section a system of only two 
coupled units of the same idealized kind that are assumed 
noise-free and that emit � -impulses. This minimalistic 
configuration is commonly used for analytical investi-
gations, such as in the pioneering work of Mirollo and 
Strogatz (1990) and in that of their predecessor Peskin 
(1975, pp 268-278). These authors show that an essential 
prerequisite for impulse synchronization is the ‘concave 
down’ shape of the units’ temporal integration charac-
teristic, a condition that becomes obvious from the fol-
lowing examples. A simple and quite natural, (and hence 
frequently considered) characteristic of this kind is that 
of a leaky integrator with constant input that we selected 
for our simulations (see Sect. 3.1). In their analysis of 
the ‘two unit’ system without delay van Vreeswijk et 
al. (1994) elegantly showed that synchronization can 
be significantly different for slowly rising postsynaptic 
responses.

2.1 ‘Two unit’ system

In the first row of Fig. 1 we show the integration charac-
teristic of the threshold unit that can be regarded as the 
time course of the potential u t( ) at the leaky cell soma 
or, more precisely, at the axon hillock of a formal neuron 
with constant current inflow. In our examples the thresh-
old voltage � for impulse triggering (*) is reached after 
9 ms of continuous and undisturbed integration. With the 
emission of an impulse the potential is reset and, after 
a refractory interval of 1 ms, integration begins again. 
The dotted horizontal arrows indicate time shifts of the 
triggering point as they result from large and idealized 
steps (vertical arrows) of the soma potential that in turn 
are caused by received � -impulses. Obviously, the size 
of the shifts depends on the temporal relation between 
these steps and the integration state or, in other words, 
on the phase with respect to the uncoupled and thus peri-
odically firing unit. The time shift as a continuous func-
tion of the step’s phase represents the so-called phase 
response curve, which is a functionally more adequate 
description of a unit’s nonlinear characteristic. For a long 
time it has served as a standard tool in chronobiology 
(Pittendrigh and Bruce 1957) and has now been adopted 
for the analysis of neural synchronization (Cairns et al. 
1993; Smith et al. 1994).

2.2 Excitatory coupling without transmission delay

In Fig. 1 we exemplify the behaviour of the four basic 
configurations of the idealized ‘two unit’ system with 
either excitatory or inhibitory as well as delayed or 
non-delayed reciprocal interconnections (Nischwitz and 
Glünder 1992, 1993). We start with the well-understood 
case of excitatory coupling without delay (Fig. 1b) where 
we consider unit 2 starting integrating 6.5 ms later than 
unit 1. Consequently, unit 1 reaches the threshold first 
and its immediately transmitted impulse causes unit 2 
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to fire earlier (negative time shift �t2) than without this 
input impulse. The impulse from unit 2 leads to a less 
advanced � �t t1 2�  triggering of unit 1 because its so-
matic potential u t1( ) is lower than u t2( ) was when unit 2 
received the impulse from unit 1. Since unit 2 – which 
is late initially – becomes more accelerated than unit 1 
the asynchrony rapidly vanishes after the exchange of a 
few spikes. The elegant mathematical analysis of such a 
configuration by Mirollo and Strogatz (1990) shows that 
the synchronous state is attractive except for the initial 
condition where the units fire exactly in counterphase, 
i.e. � �t t2 1� . Because the latter state is repellent it is ir-
relevant for the description of natural, i.e. noisy, systems. 
Although the original analysis was performed for units 
without a refractory period it can be shown to apply 
identically to units with a refractory interval.

2.3 Excitatory coupling with transmission delay

For an explanation of the excitatory coupling with de-
layed (	 � 4ms) transmission (Fig. 1c) we assume unit 2 

lagging 2 ms behind unit 1. The delayed arrival of the 
first impulse from unit 1 at unit 2 – which itself fires 
even before this time – causes a smaller negative time 
shift �t2 than its response to unit 1 � �t t2 1�  and 
therefore the spike events temporally diverge. Now, the 
synchronous state is repellent and the impulse emission 
in counter phase is attractive. In our example (Fig. 1c) 
this state is reached after only two interactions. Depend-
ing on the coupling strength and the transmission delay, 
this configuration exhibits various fixed point attractors, 
and limit cycles occur for delays greater than half the 
period of an uncoupled unit. (We consider the one-
dimensional state space that is defined by the temporal 
interval between the spike emission of the two units.2) 
Although analytical descriptions for selected parameter 
ranges appear tractable, a rigorous and compact math-
ematical formulation of the general case is out of reach. 
However, the desynchronizing influence of transmission 
delays for excitatory coupling is confirmed by computer 
simulations of ‘two unit’ systems (Kirillov and Wood-
ward 1993) as well as of larger and more realistic model 
networks with local interconnections (Nischwitz et al. 
1991, 1992). Syn chronization is reported to reappear for 
delays that are approximately multiples of the interspike 
interval of an uncoupled unit (Gerstner and van Hemmen 
1992; Glünder and Nischwitz 1993).

2.4 Inhibitory coupling without transmission delay

The effect of inhibitory interconnections without delay 
can be studied from the example in Fig. 1e, where we 
again use the initial condition of Fig. 1c. The first im-
pulse from unit 1 delays the triggering of an impulse by  
unit 2 (positive time shift �t2) whereas the spike returned 
by unit 2 causes a less delayed � �t t1 2�  impulse emis-
sion by unit 1 and therefore the spike events diverge  
temporally. As with the previously described configura-
tion (Fig. 1c) the synchronous state is repellent and im-
pulse emission in counterphase is attractive. Mirollo and 
Strogatz (1990), who treat this inhibitory case as well, 
prove – again for units without a refractory period – the 
attraction of the counterphase situation. For units with 
a refractory interval it can additionally be shown that 
the synchronous state is repellent and that further fixed  
points cannot occur.

2.5 Inhibitory coupling with transmission delay

Finally, the behaviour of delayed (	 � 4ms) inhibitory 
coupling – the condition we are most interested in – is 
exemplified in Fig. 1f. Again, we apply the initial condi-
tion from Fig. 1c, e. The first impulse emitted by unit 1 
arrives at unit 2 after this unit has fired itself. Hence, the 
somatic potential u t2( ) of unit 2 is low when it receives the 
inhibitory input and the resulting positive time shift �t2 
is smaller than the one caused by the subsequent inhibi-
tion of unit 1 (� �t t1 2
 ). Consequently, the asynchrony 

2 This definition is well suited for formulations of the so-called strobo-
scopic or return map.
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Fig. 1a–f. Four types of �-impulse coupling between two idealized 
‘leaky integrate and fire’ units and their synchronization behaviour.  
a, d The units’ integration characteristic and threshold � with time shifts 
of their spike triggering for various step-like changes of the potential.  
b, c Examples of first interactions between excitatory coupled units 
without and with transmission delay that produce synchronous and 
counterphase firing respectively. e, f Examples of first interactions 
between inhibitory coupled units without and with transmission delay 
that produce counterphase and synchronous firing respectively. For 
further details see text
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between the units becomes smaller. As with the non-
delayed excitatory system (Fig. 1b), the synchronous 
state is attractive but, in contrast to the non-delayed ex-
citatory system, the counterphase state – if it exists – is 
also attractive. For the parameter setting in our example, 
the counterphase state does not exist. It occurs if unit 2 
does not fire before it receives input from unit 1 and vice 
versa, a situation that depends on the initial asynchrony 
and requires smaller coupling strengths or delays than 
those used in our example. Similar to the delayed ex-
citatory configuration, limit cycles join the fixed point 
attractors for transmission delays larger than half the fir-
ing period of an uncoupled unit but, in contrast to the ex-
citatory case, limit cycles occur for small delays as well. 
Hence, again one encounters problems with a compact 
analytical formulation of the general case that covers the 
whole manifold of attractors as a function of coupling 
strength and delay. Again, simulations performed by 
Kirillov and Woodward (1993) confirm the synchroniz-
ing influence of transmission delays and the importance 
of the initial asynchrony for ‘two unit’ systems with in-
hibitory interconnections. Owing to the interesting and 
biologically relevant properties of this coupling scheme 
(see Sect. 5), we devote this article to the description of 
phenomena in large and more realistic model networks 
with local interconnections.

2.6 Time course of synchronization

Two of the four basic configurations can produce stable 
synchrony although their synchronization behaviour is 
quite different. In the case of non-delayed excitatory 
coupling the efficacy of the synchronization process in-
creases with increasing synchrony. This is because the 
difference of the time shifts � �t t1 2�  increases with 
synchrony until the units’ states are similar enough to be 
exactly synchronized by a single impulse. Consequently, 
synchronization increases slowly initially and quickly 
converges to perfect synchrony. In the case of delayed 
inhibition, the efficacy of the synchronization process 
decreases with increasing synchrony because the differ-
ence of the time shifts � �t t1 2�  decreases with increas-
ing synchrony. This means that a moderate and stable 
level of synchronization is attained after a very few inter-
actions but that perfect synchrony occurs either never or 
under favourable conditions, i.e. in general by chance.

Clearly, the minimalistic ‘two unit’ system allows a 
basic understanding and analytical insights3 into the per-
formance of coupled formal neurons. However, here we 
are interested in the behaviour of more natural systems, 
especially those with local inhibitory and delayed inter-
connections. We must therefore consider more refined 
formal neurons in larger networks; these are introduced 
in the following section.

3 A detailed mathematical treatment of the ‘two unit’ system, including 
a fixed point analysis of the dynamics and the corresponding basins of 
attraction, is given in Nischwitz (1994).

3 Model network with local lateral inhibition

For our investigations we needed an input-controlled and 
impulse-generating formal neuron with refractory period 
that is still computationally manageable in populations 
of more than 50 units and in simulations with high 
temporal resolution (�t � 1ms). We decided to simu-
late ‘leaky integrate and fire’ units that are related to 
the hardware neuromime proposed by French and Stein 
(1970). A chain of such formal neurons that are recipro-
cally interconnected by inhibitory weighted local links 
of adjustable transmission delay was considered as the 
network architecture.

3.1 Model neuron

Our model neuron has a subthreshold behaviour of a  
leaky integrator that is characterized by its � -impulse 
response

h t e t( ) � � � �  for t � 0

where the time constant � � 10ms. We distinguish three 
kinds of input signals that are linearly summed by every 
unit, i.e. we consider neither nonlinear synaptic transmis-
sion or interaction, nor any nonlinear dendritic conduc-
tion (but see Sect. 5.4). (All potentials are normalized to 
the threshold voltage �.)

The excitatory feeding input e t( ) represents stimula-
tions from outside the network and changes the somatic 
potential by u t e t h te( ) ( ) ( )� �� , where ‘��’ denotes con-
volution. For most of the investigations reported here, 
we assume a constant feeding input E e t const: ( ) .� �  for 
times t � 0 that simulates incoherent activity at many 
weakly transmitting, e.g. ‘apical dendritic’ synapses 
(Fig. 4) and that changes the somatic potential according 
to the step response (Fig. 3)

u t E eE
t( ) � �
 ��1 �  for t � 0 .

The lateral inhibitory input a t w p t( ) ( )� � �� �� � 	  is the 
weighted sum of impulse trains p t s t t� ���( ) ( )� ��  that 
are transmitted with delay 	 � const. and w� � 0 from � 
neighbouring units via, for example ‘basal dendritic’ or 
‘somatic’ synapses, i.e. from inside the network (Fig. 4). 
(The variable t��  indicates the temporal position of the 
��th action potential in the ��th impulse train.) This lat-
eral inhibition alters the somatic potential according to 
u t a t h ta( ) ( ) ( )� �� . We do not consider synaptic habitu-
ation or any other temporal changes of the synaptic 
transmission. Figure 2 shows the assumed exponentially 
decaying action potential s t( ) with �AP � 0 144. ms to-
gether with its postsynaptic response u tPSP( ) that is 
normalized to its coupling strength w. Referring to van 
Vreeswijk et al. (1994) this response must be termed fast 
rising. The noise input n t( ) is a random process with uni-
formly distributed amplitudes from the range �E 2 and 
mimicks stochastic fluctuations u t n t h tn( ) ( ) ( )� ��  of the 
somatic potential. This input component is individually 
computed for each model neuron.
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Fig. 2. Action potential (spike) s t( ) and normalized postsynaptic po-
tential u t wPSP( )

Fig. 3. Typical time course of the noiseless subthreshold somatic po-
tential u tE( ) and of the generated spike train p t( )  with the interspike 
interval T Ew( ) � 10ms

In total, the change of the subthreshold somatic po-
tential from the resting potential is given by

u t u t u t u t e t a t n t he a n( ) ( ) ( ) ( ) ( ) ( ) ( ) ([ ]� � � � � � �� tt)

When this potential exceeds the threshold �, then an ac-
tion potential s t( ) is triggered and 1 ms later u t( ) is set to 
the refractory potential for a period of 0.5 ms before the 
integration can start again (Fig. 3). The feeding input E 
is specified by the period T0 of the impulse train it evokes 
in a single noise-free unit.

3.2 Network

Figure 4 depicts the neighbourhood of a model neuron 
in the proposed one-dimensional single stage network. 
In order to avoid boundary problems in networks of 
man ageable size, the chain is cyclically closed and all its 
N units are coupled in the same way. We consider local 
inhibitory interconnections without direct feedback from 
units onto themselves. Every unit receives input from its 
immediate k N�  neighbours on either side with an abso-
lute strength w�  that decreases linearly with the distance, 
i.e. with � . Unlike the coupling strength, the transmis-
sion delay 	 is assumed constant, which implies similar 
axonal conduction times as well as synaptic and post-
synaptic processing [see Glünder and Nischwitz (1993) 
for a discussion of this assumption with respect to 
conjectures about the functional relevance of spike syn-
chronization]. In order to characterize the efficacy of in-
teraction in the network, we introduce the total coupling 

strength

W w const
k

k

� �
��

�

�

� �
�
� 0

.

of every unit. Using the definitions of the preceding sub-
section a single input spike triggers a spike in the target 
unit for coupling strengths w � 10 65. . With excitatory 
coupling care has to be taken not to exceed a critical cou-
pling strength at which externally unstimulated units are 
activated, for instance by synchronous unilateral input, 
and that would result in the stimulus-independent syn-
chronization of the whole population. No such limit ex-
ists for the inhibitory coupling considered here because 
in our simulations the somatic potential cannot drop 
below the refractory value.4

3.3 Network simulation and measures of synchrony

We studied the discrete nonlinear dynamics of the net-
work, i.e. we performed simulations on a digital comput-
er with the temporal resolution �t . Because temporally 
discrete simulations can cause severe problems with sys-
tem descriptions that do not satisfy the Lipschitz condi-
tion – such as the system considered here – we were very 
cautious of interpreting our results (see Sect. 5.4). As a 
further consequence of such simulations, a zero delay in 
the lateral links can only be approximated, i.e. we must 
accept the mean intrinsic delay of 	 �0 2� t . For the 
experiments reported here, all units of the network re-
ceived the same feeding input for times t � 0. However, 
their initial somatic potentials (t � 0) were individually 
set to uniformly distributed random potentials from the 
‘refractory potential to threshold’ range. This initiation 
was carried out afresh for each run of the simulation. 
Unless stated otherwise, the values for the network para-
meters were chosen as follows:

�tS � 0 1. ms; NS � 64; kS � 8;

ES  so that T0 10 7� . ms

This standard setting was found to be useful for most 
of our investigations and does not represent an extreme 

4 In previous publications we referred the coupling strengths to the 
critical coupling strength. Owing to its irrelevance for inhibitory inter-
connections we decided here to use the actual values. They result from 
multiplying the previous values by 16.
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choice. The influence of deviations from these standard 
values on the quality of synchronization is dealt with 
elsewhere (Nischwitz et al. 1991; Kraut et al. 1993).

In order to quantify the degree of synchronization, 
we define the instantaneous spike density

S t P t j tNM i
j

M

i

N

( ) ( )� �
�

�

�
��1

0

1

1
�

that can be imagined as a slightly lowpass-filtered re-
cording of the whole spiking activity to which all units 
contribute with the same strength (cf. Figs. 6 and 7). It 
computes as the binarized spike activity

P t
t t M t t t

i
i i( )

( )� � � �� 1
0

for for
else

� �� �

in a spatio-temporal window that is N units long and one 
spike duration M t� �� 1ms wide, divided by the maxi-
mum possible activity in this window.5 Consequently, 
S t( ) � 1 denotes an instant of perfect synchrony, i.e. all 
N units must have triggered action potentials at exactly 
the same time. From the spike density we derive the 
quality factor of synchronization

� �
�

200
1

50 150 2001

50

� � �
��

� max ( )
t

S t
� ms

which is the mean over 50 runs of the maximum spike 
densities in the temporal interval 150…200 ms. For an 
assessment of the quality factor we provide the reference 
quality �ref( )r  that results from ‘synchrony by chance’ in 
the uncoupled ensemble and which is a strictly mono-
tonous function of the impulse rate r W( )� 0 . Hence, 
we obtain the reference quality for coupled networks by 
using the observed impulse rates r W( ).

4 Simulation results

In Figs. 5 and 6 we present a compilation of the essen-
tial results from our simulations of inhibitory and noisy 
‘64-unit’ systems. We show two groups according to 
their feeding input E ES�  (Fig. 5a, b and Fig. 6a, b) and 
E ES� 1 85.  (Fig. 5c, d and Fig. 6c, d).

4.1 General

A first qualitative inspection of the graphs in Fig. 5a, c 
confirms the behaviour predicted from the correspond-
ing ‘two unit’ systems in the Sects. 2.4 and 2.5. (The 
evaluated quality factors are interpolated for better 
display.) For the minimum delay 	0 0 05� . ms (open 
circles) desynchronization (� �200 � ref ) is obvious for the 
investigated coupling strengths W and stimulations E. 
A significant transmission delay of 	 � 4 05. ms (open 

5 The running temporal average is causally computed. Consequently, 
the spike densities appear slightly shifted (later) when compared with 
the corresponding spike patterns (Fig. 6).

diamonds) leads to an increase in synchrony with in-
creasing coupling strength W  until it saturates at values 
�200 16 0 6( , ) .E WS �� �  and �200 1 85 11 0 8( . , ) . .E WS �� �  
The superior synchrony for the higher feeding input 
is essentially due to two effects. Firstly, the shorter 
mean interspike interval of T ES� �22 1 85 9( . ) ms versus 
T ES� �22 15( ) ms results in less accumulation of noise 
and thus in a smaller standard deviation of the somatic 
potential. Secondly, the slope of the somatic potential at 
the threshold is steeper which makes the conversion of 
voltage noise to impulse jitter less effective.

The bold curves in Fig. 5b, d depict the synchroniza-
tion quality as a function of the transmission delay. 
Especially for strong stimulations, the quality factor 
remains at a high level over a wide range of delays, 
except for dips around transmission delays that are ap-
proximately multiples of the period of the uncoupled 
unit T ES0 1 85 5 5( . ) .� ms, or T ES0 10 7( ) .� ms respec-
tively. The dashed curves show the corresponding ref-
erence qualities that reflect the spike rates. In order to 
understand the pronounced sawtooth-shaped graph in 
Fig. 5d, we consider two particular system states. For 
very small transmission delays (here: 	 � 0 5. ms) the 
network produces asynchronous or even desynchronized 
activity (cf. Fig. 6d) and thus, on average, the units are 
fairly depolarized when they receive inhibitory impulses. 
Consequently, the subsequent impulse emission is con-
siderably delayed which results in a low mean firing 
rate [in Fig. 6d: T ES� �22 01 85 13 5( . , ) .	 ms]. Conversely, 
the highest mean rate must be expected for minimally 
delayed impulse emission that takes place if the units 
receive impulses during their refractory period. Obvi-
ously, this state can only occur in cases of excellent syn-
chrony. Actually, in our noisy system it is not observed 
for the theoretically expected transmission delays, i.e. 
for multiples of the period of an uncoupled unit T E0( ) 
(here: 5.5 ms, 11 ms etc.), but for greater transmission 
delays (here: 7 ms, 12.5 ms etc.). The main reason for 
this is advanced firing caused by imperfect synchrony 
(noise). Under the condition considered here, advanced 
firing produces the largest possible delays in the impulse 
emission of the receiving units and thus leads to destruc-
tive interference (Glünder and Nischwitz 1994). This in 
turn results in low spike rates and shows up as dips in 
the synchronization quality (e.g. indicated by the double 
arrow head in Fig. 5d).

We shall now focus on details of our simulation results 
that require more detailed signal representations as well, 
namely spike density plots and displays of spatio-tempo-
ral spike patterns. In contrast to the graphs in Fig. 5, they 
display data from individual runs. For convenience we 
indicate (by arrows in Fig. 5) the quality factors to which 
these individual data contribute.

4.2 Synchronization (delayed transmission)

Here we consider the constant transmission delay 
	 � 4 05. ms and discuss phenomena that arise from vari-
ations of the coupling strength and of the feeding input. 
Figure 6a (top) represents a typical time course of the 
instantaneous spike density for the standard stimulation 
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with strong coupling W � �12. After typically two inter-
actions (20…50 ms), the majority6 of such simulation runs 
lead to a comparatively stable and synchronous network 
state. During the first about 15 ms of the corresponding 
spike pattern [ Fig. 6a (bottom)] we observe that less than 
half the units reach the threshold and that they fire exclu-
sively within the first 4.5 ms. This is surprising because 
the initial somatic potentials are uniformly distributed in 
the ‘refractory potential to threshold’ range. Hence, we 
must conclude that a very few early firing units suffice 
to suppress the triggering of the remaining units at times 
after the earliest spikes become effective (	 � 4 05. ms). 
Consequently, this phenomenon must be attributed to the 
highly effective inhibitory coupling.

Spatio-temporal clustering is observed for the standard 
stimulation and low coupling strengths (� � �12 0W ). 
Figure 6b shows a typical example with two or three 
moderately synchronous clusters that emerge after 
about 100 ms and vary slowly in size and phase (note 
the different time scale). Despite noise, global synchrony 

6 As a consequence of our ring-shaped network (closed chain), about 
2% of the runs lead to circulating, i.e. spatio-temporally inclined spike 
fronts. This means that impulses of neighbouring units have an average 
temporal offset of T NW .

is maintained if the units have sufficiently similar start 
depolarizations. Comparable to the corresponding ‘two 
unit’ system (Sect. 2.5) the final spike pattern depends 
on the initial asynchronies: if all units fire before the 
first spikes become effective, synchrony is established; 
otherwise spatial clustering occurs. Note also that the 
appearance of such clustered spike patterns is essentially 
independent of the size of the population and that clus-
tering happens in open chains as well. The risk of mis-
leading interpretations of MUA recordings, especially 
with respect to period doubling and so-called spindles, 
is exemplified by use of this system state in Glünder and 
Nischwitz (1994).

More intense stimulation, i.e. E ES� 1 85. , leads to 
synchrony for all the investigated start conditions as long 
as the coupling strength suffices to overcome the disturb-
ing influence of the noise (here: W � �4 4. ). Figure 6c 
shows a typical result with the rapid initial increase in 
synchrony and the slow approach towards the maximum 
value. In contrast to the spike pattern of Fig. 6a, the 
conspicuous temporal concentration during the first mil-
liseconds is not observed: owing to the shorter interspike 
interval – which is in the order of the transmission delay 
– most of the units emit a spike before they receive their 
first impulses.

Fig. 5a–d. Mean synchronization qualities � for various parameter 
settings of the noisy network with lateral inhibition. a, c Synchroniza-
tion �200  – 150 ms after onset – as a function of coupling strength W 
and for two delay times 	 as well as for two feeding inputs E. The ref-
erence quality �ref  indicates the ‘synchrony by chance’. b, d Synchro-

nization �200  as a function of transmission delay 	 for the same two 
stimulations. (Arrows indicate corresponding parameter settings and 
those used for the results shown in Fig. 6.) For further details see the 
text
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4.3 Desynchronization (non-delayed transmission)

It can be seen from Fig. 5b, d that desynchronization 
(� �200 � ref ) occurs only in networks with minimum 
delay 	0 0 05� . ms. Evidently, our definition of desyn-
chronization means that the spike pattern has a higher 
degree of order than the spatio-temporal output of the 
uncoupled population. This asynchronous but orderly 
state is apparent in the spike pattern of Fig. 6d with its 
evenly distributed impulses in space and time. Again, 
this behaviour parallels that of the corresponding ‘two 
unit’ system (Sect. 2.4) with its attractive counterphase 
state: the system tends to maximize the spatio-temporal 
distances between adjacent spikes.

4.4 Time-varying stimulation

The data in Fig. 7a, b demonstrate the response of the 
standard network with strong coupling W � �22 and 

delay 	 � 4 05. ms to temporally changing stimuli 
and thus its ability to produce aperiodic spike fronts. 
The linear downward sweep of the feeding input 
E t t s ES( ) ( . . [ ])� � �1 85 3 375  results in a nonlinear 
decrease of the spike rate. Figure 7a shows that the 
synchrony remains constant on a high level down to 
E ES( ) .200 1 2ms �  and declines for smaller stimulations 
until the activity vanishes for E t ES( ) .
 �370 0 6ms . 
Comparable results are obtained in networks with excit-
atory interconnections (Glünder and Nischwitz 1993). 
Even more impressive is the immediate reaction to ab-
rupt changes of the feeding input. Figure 7b shows well-
synchronized spike fronts whose rate rapidly follows the 
10 Hz square wave stimulation that switches between 
E ESmax .� 1 85  and E ESmin � . Although synchrony gener-
ally decreases for reduced stimulations, synchrony once 
established is not severely disturbed even by dramatic 
changes in the feeding input. Synchrony does not signifi-

Fig. 6a–d. Individual data for selected parameter settings: spike den-
sity plots (upper parts) and corresponding spatio-temporal spike pat-
terns with dots indicating spikes (lower parts): a for strong coupling with 
delay and standard stimulation; b as for a but for weak coupling that 

produces clustering; c for very weak coupling and higher stimulation; 
d for strong coupling, minimum delay and higher stimulation that 
leads to desynchronization
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cantly differ from that obtained with the corres ponding 
constant feeding. For E ES�  this can be verified by 
comparing the spike densities in Fig. 6a with those in 
Fig. 7a for t � 250ms and those in Fig. 7b during the 
periods of low stimulation.

Moreover, these simulation results are good examples 
of the feasibility of synchronized aperiodic activity, i.e. 
of aperiodic spike fronts. Data from simulations with 
spatially changing stimuli in networks with excitatory in-
terconnections have been reported elsewhere (Nischwitz 
et al. 1992).

5 Discussion

Our investigations of externally driven populations of 
locally interconnected and noisy ‘leaky integrate and 
fire’ model neurons show that substantial inhibition and 

non-vanishing delay in the lateral links lead to highly 
synchronous impulse emission that is maintained under 
temporally varying stimulations. Weak lateral inhibition 
can produce time-varying clusters of synchronized units 
and very small delay results in desynchronization. Again, 
we emphasize that coupling strength and delay determine 
the system’s behaviour to a comparable extent. Through-
out the discussion we substantiate our claim that – given 
a biologically reasonable choice of delay and coupling 
strength – delayed local inhibition is currently the most 
convenient scheme for spike synchronization. This view 
recently received additional support for another reason 
(van Vreeswijk et al. 1994).

For the following reasons we shall not directly relate 
our work to investigations that deal with networks of 
coupled non-spiking oscillators:
� Spike synchronization may lead to recordings of neural 

group activity with quasi-periodic components. How-
ever, the synchronization process itself is unlikely to be 
based on such signals.

� Impulse-coupled ‘leaky integrate and fire’ units behave 
essentially differently from continuously coupled oscil-
lators. Although Kuramoto (1991) tried to unify the two 
approaches he could not be successful in every respect 
(for an example see Sect. 5.2). His crucial assumption 
of fully interconnected networks with infinitely many 
units N � �  necessitates vanishing coupling W � 0 
to maintain the finite input to each of them. Thus, in the 
limit, the loss of what makes the coupling discontinu-
ous is evident!

� Networks of ‘leaky integrate and fire’ units are exter-
nally driven and generate stimulus-dependent spike 
rates. They therefore differ from most of the oscillator 
networks that essentially remain locked to frequencies 
in the � -band.

With this functionally founded restriction, our investiga-
tions remain to be compared with work that deals with 
synchronization by inhibitory as well as excitatory im-
pulse coupling.

5.1 Lateral and central inhibition

The work closest to ours is that of Kirillov and Wood-
ward (1993, section 3.1), whose results from simulations 
of the ‘two unit’ system with inhibitory and delayed links 
nicely confirm our considerations in Sect. 2. As already 
mentioned, this minimalistic system allows one to study 
basic principles but it is not sufficient for an evaluation 
of the various states exhibited by larger populations. The 
authors’ interesting finding of a noise-induced temporal 
switching between synchrony and counterphase does not 
show up in our simulations (except perhaps for some units 
and epochs with destructive interference; see the end of 
Sect. 4.1) that may either be due to a different noise level 
or to the network size. Quite different is the synchro-
nization scheme investigated by Lytton and Sejnowski 
(1991; Sejnowski and Lytton 1992) with two externally 
stimulated formal neurons receiving a common periodic 
inhibitory signal. This results in a unidirectional flow of 
the synchronization signal in contrast to networks with 
distributed cooperative or competitive interactions.

Fig. 7a, b. Spike density plots and corresponding spike patterns: a for 
a linearly decreasing stimulation; b for a 10 Hz square wave stimula-
tion
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5.2 Lateral excitation

Simulations of excitatorily coupled networks with small 
or minimum transmission delay, either fully (Deppisch 
et al. 1992) or locally (MacGregor and Palasek 1974; 
Hartmann and Drüe 1990) interconnected, exhibit spike 
synchronization. For fully connected networks without 
delay Mirollo and Strogatz (1990) even managed to prove 
the global stability of the synchronous state. On the basis 
of this work, Kuramoto (1991) tried a unified analytical 
description of continuously and impulse coupled net-
works, and applied it to fully connected networks with 
delay and noise. His conclusions agree with results from 
investigations of non-spiking oscillator networks with 
excitatory and delayed interconnections (Schuster and 
Wagner 1989; Niebur et al. 1991) that reveal synchro-
nization up to delays of a quarter of the interspike inter-
val. In pronounced contrast to these findings theoretical 
analyses (Nischwitz 1994) and simulations (Kirillov and 
Woodward 1993, section 3.2; Nischwitz and Glünder 
1993) of impulse-coupled ‘two unit’ systems as well as 
simulations of fully connected (Gerstner and van Hem-
men 1992) and of locally impulse coupled (Nischwitz 
et al. 1991, 1992; Glünder and Nischwitz 1993) popula-
tions reveal a rapid decline in synchrony with increasing 
delay. For our formal neuron, synchronization is down at 
the reference level for transmission delays 	 � 1ms, ex-
cept around multiples of the period of an uncoupled unit. 
Because these peaks widen with the coupling strength, 
increased excitatory coupling is a common remedy for 
decreasing synchronization quality, especially in net-
works with small transmission delay that is most often 
due to a coarse temporal resolution �t  of the computer 
simulation (cf. Sects. 3.3 and 5.4). Different from lateral 
inhibition, where excessive coupling causes any activity 
to cease, care must be taken not to exceed the critical 
excitatory coupling at which externally unstimulated 
units are excited by lateral input (see Sect. 3.2) and that 
leads to the pathological state of stimulus-independent 
activation of the whole network.

5.3 Lateral excitation with additional inhibition

Investigations of a layered population of excitatorily 
coupled ‘leaky integrate and fire’ model neurons that 
strongly interact with inhibitory interneurons are of con-
siderable biological relevance.7 Regarding synchroniza-
tion, the role of inhibition in recently investigated types 
of networks essentially differs from that in our approach. 
For the network thoroughly considered by Gerstner et 
al. (1993a, b) its main purpose is the above-mentioned 
control of activity in otherwise excitatorily synchro-
nized networks. Thus, and with respect to the relation 
of transmission delay to interspike interval, their results 
agree well with those obtained from purely excitatorily 
coupled networks (Nischwitz et al. 1991; Gerstner and

7 Although our knowledge about excitatory�inhibitory interactions 
– preferably in neocortex – still allows for a wide variety of network 
types, we are presently investigating functionally defined interconnec-
tion schemes (Glünder and Antesberger 1995).

van Hemmen 1992). In the model proposed by Bush and 
Douglas (1991) synchronization is achieved by a central 
inhibitory control that gates the activity of all excitato-
rily coupled units. It should be noted that the behaviour 
of such schemes is rather restricted. For instance, within 
a controlled region they will hardly produce stimulus-
dependent subpopulations (Nischwitz et al. 1992) or syn-
chronized clusters such as those shown in Fig. 6b.

5.4 Simulation technique and refinements

We showed results from computer simulations with the 
temporal resolution �tS � 0 1. ms, while most authors use 
larger increments such as �t � 0 5. ms (Deppisch et al. 
1992; Gerstner and van Hemmen 1992) or even �t � 1ms 
(MacGregor and Palasek 1974; Hartmann and Drüe 
1990). Owing to the situation mentioned in Sect. 3.3, we 
were interested in the influence of the resolution on the 
results and thus we performed most of the simulations 
with various and up to 100 times smaller increments. 
For all of the parameter settings investigated, we found 
that the quality factor �200 – the mean over 50 differently 
initialized runs – remained essentially unaffected for in-
crements �t � 0 1. ms but in a few cases the dynamics of 
single runs and thus the corresponding spike densities 
varied considerably with the temporal resolution (Kraut 
et al. 1993; Nischwitz 1994). We took care not to present 
unreliable results of this sort. Although cases are known 
in nonlinear dynamics where increasing temporal resolu-
tion does not lead to the convergence of the behaviour of 
a discrete system towards that of its continuous version 
or original (Wang and Blum 1992), we recently revealed 
(Nischwitz 1994) by using a piecewise continuous method 
that our discretely simulated system does indeed conver-
gently approximate the behaviour shown by the corres-
ponding piecewise continuous simulations.

We demonstrated that synchrony up to fractions of 
the impulse duration can be obtained with simple formal 
neurons and biologically plausible network parameters. 
Neither additional nonlinearities, such as multiplying 
synapses (Eckhorn et al. 1990) or so-called NMDA 
synapses (Kirillov and Woodward 1993), compartmen-
tal modelling (Bush and Douglas 1991; Sejnowski and 
Lytton 1992), nor different time constants for feeding 
and lateral inputs (Hartmann and Drüe 1990), are re-
quired for good spike synchronization. Nevertheless, 
a positive effect on the synchronization behaviour of 
inhibitorily coupled networks is expected if the synap-
tic transmission is more realistically implemented: The 
conductance change at the postsynaptic membrane – a 
parametric change of the electrical circuit – means a 
moderately nonlinear transmission (Rall 1964) that, 
compared with the commonly assumed linear current 
input, produces a slight decrease�increase in the am-
plitude of excitatory�inhibitory postsynaptic potentials 
with increasing depolarization. Therefore, this effect 
influences the somatic integration characteristic and thus 
impulse synchronization: lateral inhibition is favourable, 
lateral excitation adverse. Furthermore, the analysis by 
van Vreeswijk et al. (1994) of the non-delayed ‘two unit’ 
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system with more general postsynaptic responses reveals 
that “if the rise time of the synapse is longer than an 
action potential, inhibition not excitation leads to syn-
chronized firing”.

We used higher spike rates than generally reported or 
observed in electrophysiological experiments. However, 
this is irrelevant in the context of our synchronization 
scheme since it principally functions over a wide range of 
stimulus-dependent rates (cf. Fig. 7). This feature makes 
our network different from most schemes of coupled 
oscillators. Moreover, recent results from investigations 
of the visual cortex of an awake monkey reveal strong 
stimulus-dependent changing(!) high-frequency compo-
nents of up to 100 Hz in neural group activity (Eckhorn 
et al. 1993).

5.5 Neurobiological aspects

Great support for the local lateral inhibition scheme 
comes from neuroanatomy: in the neocortex (inhibitory) 
stellate cells act strictly locally (typical connectivity dia-
meter 250 μm) and highly effectively on the surrounding 
(excitatory) pyramidal cells that are the main information 
processing units and that make long-range interconnec-
tions (Braitenberg and Schüz 1991, chapters 15 and 35). 
Moreover, the inhibitory input to pyramidal cells is 
estimated to be up to 100 times more effective than the 
excitatory one (Sejnowski and Lytton 1992), a fact that 
is not in favour of spike synchronization by excitatory 
links. Monosynaptic impulse transmission between 
neighbouring neurons (axon hillock to soma) must be as-
sumed to require 	exc ms
 1 , which is fairly prohibitive 
for good and stimulus-specific synchronization by lateral 
excitation (except for the mentioned peaks: Sect. 5.2). 
Of course, inhibitory coupling must involve inhibitory 
interneurons that make the impulse transmission disyn-
aptic with 	inh ms
 2 . This lower boundary fits nicely 
with the first plateau of good synchronization by lateral 
inhibition shown in Fig. 5d. Finally, synchronization of 
neurons with slowly rising postsynaptic potentials seems 
to require inhibitory neural coupling (van Vreeswijk et 
al. 1994).

Interestingly, there is evidence for inhibitory impulse 
synchronization in a completely different biological sys-
tem, namely the synchronous emission of light flashes in 
populations of certain species of fireflies. Buck (1988) 
proposes a model with delayed and strong inhibitory 
links between these comparably complex ‘units’.
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